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e  Vision Language Models (VLMs) can ground linguistic instructions P ity Sy = Sl (Somto)

to visual sensory information [2].

e However, VLMs struggle with grounding non-visual attributes, like
the weight of an object [3, 4].

chessboard = find (“chessboard” pick_up(bread)
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bread = find (“bread”)
tomato = find (“tomato”)

Non-visual attribute detection can be effectively achieved by active
perception guided by visual reasoning.

Approach
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We present a Perception3-Action API that consists of VLMs and LLMs as
backbones, together with a set of robot control functions. When prompted
with this API and a natural language query, an LLM generates a program
to actively identify attributes given an input image.

Q: Which one is heavier, the bread or the tomato?
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Architecture
Method Task
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.NL Instruction + Scene Observation . Backbones OVD (GLID) 0.14 | 0.64
VQA (BLIP-2) 0.64 0.56
Bring me the second Attribute Detection API | 0.90 0.22
apple from the right. l . GPT-40 0.88 0.70
— m Perception Perception-Action API | 0.96 0.94
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